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Abstract 

 Many material phase transformations are controlled by mass transport induced by 

diffusion. To better understand such transformations, numerous modeling strategies at the scale 

of the moving interfaces exist, with their strengths and weaknesses. Phase field approaches are 

based on diffuse interfaces that do not require any interface tracking, as opposed to those based 

on fixed-grid sharp interface tracking. In the case of binary two-phase systems, in this paper 

we address the key point of the mass balance equation at the interface involving a concentration 

jump, which determines the interface moving velocity. We propose a unique diffusion equation 

for both phases and their interface, based on the component’s chemical potentials which are 

continuous throughout the interface and a smooth volume-of-fluid phase representation. This 

model is achieved in the framework of the Darken method, which involves intrinsic diffusion 

of components and a drift velocity to which all compounds are subjected. This drift velocity is 

shown to be that of the interface displacement as well. This methodology is verified for 1D and 

3D dissolution/precipitation problems and has a first-order spatial convergence. The 3D 

simulations of precipitation and dissolution processes of more complex microstructures clearly 

show a bifurcation of the particle morphology from the initial spherical shape when the 

diffusion edges of each particle interact with each other. An extension of the diffusion potential 

to mechanical driving forces should make it possible to deal with mechano-chemical coupling 

of mass transport.  
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1.Introduction 

 

 The fundamental mechanism of diffusion that controls phase transformations is 

involved in a wide range of materials processes. Among others, we can mention the 

solidification of pure liquid processes where energy diffusion is the main driving force, or 

precipitation/dissolution processes in multi-component systems involving a solid/liquid or a 

solid/solid interface where mass transport by diffusion has a large impact on microstructure 

evolutions. This is case in metallurgy during solid state annealing processes, where phase 

transformations have to be controlled in order to obtain the volume fraction of phases 

optimizing the mechanical properties [1,2]; and also during transient liquid phase phenomena 

involving diffusion-induced solidification, leading in some cases to detrimental pore formation 

[3,4]. In this broad field of diffusion processes involving complex coupling of driving forces, 

we focus in this paper on the particular case of diffusion-controlled phase transformations 

involving diffusion of components at constant temperature and pressure. In these conditions, 

during the evolution of the system the local equilibrium at the interface between the two phases 

is preserved, yielding to a concentration jump at the interface in agreement with 

thermodynamics. Basically, the underlying physics of such problems is the long-range 

diffusion of components in each phase with the constraint of the sharp interface equilibrium. 

The interface displacement is thus related to the conservation of the mass balance at the 

interface. The approaches based on the Kampmann-Wagner numerical model, which describes 

nucleation, growth, and coarsening of spherical precipitates, are of great interest in solving 

such physical phenomena, since they give an insight into microstructure evolution 

characteristics such as the number of particles and their mean radius [5,6], and for specific 

times as regards the particle density distribution function [6]. As a complement to these 

approaches, for which particle morphology remains spherical, there is a need to better 

understand particle morphology changes during the processes. Several modeling approaches at 

the interface scale have been developed to deal with this topic.  
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 The first one is the “phase field” approach, widely developed in materials science [7]. 

It is based on a diffuse phase function that represents the spatial distribution of the different 

phases, and on the definition of a free energy functional depending on the phase functions that 

contains the concentration-dependent parameters [8–11]. The time evolution of the phase 

function which exhibits the microstructure evolution can thus be obtained from the derivative 

of the continuous free energy functional with respect to the phase function. As regards the mass 

transport equation, it can be obtained from the derivative of the free energy functional with 

respect to component concentrations. While the phase field formalism based on a diffuse 

interface is not simple, this approach presents the advantage of not tracking a sharp interface, 

which brings its share of numerical difficulties. 

 Other approaches consist in solving two types of mass conservation equations, one for 

the bulk phases and the other for the interface, all equations being coupled. The main difficulty 

is to model with accuracy the mass transfer and the displacement of the interface and to 

conserve the total component concentration. Some methods are based on a moving grid and 

remeshing techniques to follow the interface in order to verify, during the whole simulation, 

that a point coincides with the interface on which the jump condition is solved. The Landau 

transformation is used to reach this goal, these methods being adapted to full explicit or implicit 

approaches, constant to variable diffusion coefficients [12–14] and applied to binary alloys in 

specific planar, cylindrical or spherical geometries. Remeshing techniques are also used to treat 

arbitrary 3D mass transfer from single-bubble flows with an Arbitrary Lagrangian Eulerian 

interface tracking algorithm [15]. Conversely, mass transport equations can also be solved on 

fixed-grid spatial discretization and coupled with sharp interface tracking, which is widely used 

for computational fluid dynamic problems. Many methodologies are used for the simulation of 

these problems such as the front tracking [16], level-set method [17] and Volume-Of-Fluid 

Piecewise Linear Interface Construction (VOF-PLIC) [18]. 

 Furthermore, some authors have developed specific models based on a single diffusion 

equation to avoid the explicit treatment of the jump condition for mass transfer through fluid 

deformable particle interfaces. We can mention the work described in [19,20] where a 

normalized or scaled concentration helps to remove the jump discontinuity, and the Continuous 

Species Transfer (CST) model based on volume-averaging proposed in [21–23]. Based on a 

method originally adapted to thermal solid-liquid phase change problems, a unique diffusion 

model for the different phases and moving interfaces involved in transient liquid-phase bonding 
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is proposed in [24], where a source term is used to take into account the jump condition at the 

interface.  

 In this paper, we also aim to develop a unique diffusion model, based on the Darken 

method [25] (readable in [26]) commonly used in materials science, especially to explain the 

Kirkendall effect [27], i.e. the lattice shift in solids, if intrinsic diffusivities of atoms are very 

different. This diffusion model, also called the bi-velocity method, was found to be consistent 

with the linear irreversible thermodynamics for a monophasic system [28]. It was shown to be 

efficient for multicomponent systems where the intrinsic fluxes of each component are coupled 

through the drift velocity [6,29,30]. This diffusion model, written through the derivative of 

diffusion potential, may include different driving forces such as mechanical stress induced by 

gravity [31] necessary to model segregation in multicomponent mixtures under gravity [32]. 

This driving force coupling brings a strong potentiality to the Darken-based methodology. This 

approach has also been shown to be relevant to solve the mass conservation equation at the 

interface when transfer through this interface is involved [33] for 1D multiphase problems with 

moving interface. With a view to performing direct simulations of component transfer at the 

interface, in this work we propose to extend the Darken-based methodology to the two-phase 

binary system in the framework of the smooth Volume-Of-Fluid (VOF)-based interface 

advection method. In this way we aim to obtain a continuous single potential for bulk mass 

transport and transfer through a diffuse interface, allowing us to deal with diffusion-controlled 

phase transformations involving concentration jumps without having to explicitly calculate the 

mass conservation equation at the interface. 

 In the first section of the paper, we present the modeling methodology for each diffusion 

component (A, B), which leads to a unique diffusion equation through the overall two-phase 

system composed of 2 bulk phases separated by a diffuse interface region, thus avoiding the 

specific equation of mass transfer at the interface. Next, the numerical discretization and 

schemes of the equations are presented in the second section. The third section is devoted to 

the verification of this methodology with exact solutions for 1D and 3D dissolution and 

precipitation processes. In the last section we present the 3D simulations of 

dissolution/precipitation processes of more complex systems involving several particles.  
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2. Modeling 

 

 The mass transport modeling concerns a binary A-B two-phase system (Fig. 1-a). The 

surface   represents the interface between the -phase (  -domain) and the -phase (

 -domain). The -phase is a solution constituted by A and B components and the -phase is 

a pure phase only constituted by B-component (Fig. 1b).  

  

 

 

(a) 

 

(b) 

Fig. 1 : (a) definition of the A-B binary two-phase system, showing along the NM-line: (b) the 

-phase (homogenous), an example of the concentration field in the -phase (A-B solution), and the 

concentration jump at the interface between the two equilibrium concentrations *
kc  and *

kc  with 

BA,k ; 0
kc  is the initial boundary concentration. Note that the A-B solution is over-saturated in 

the B-component, corresponding to a -phase growth scenario.  

 

The conservation of chemical components k (k = A, B) specific to the bulk phase domain  \  

is defined by the equation: 

 k
k

t

c
J




 in  \ ,         (1) 

where kJ  is the total flux of the k-component in the volume-fixed frame of reference. 

If a sharp interface modelling approach is used the kJ -fluxes in each phase are solved 

separately using the inter-diffusion coefficients 
D  and 

D  corresponding to the -phase and 
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-phases, respectively, as shown in Fig. 2a. Using the value of the B-component fluxes on both 

sides of the interface, 
/

BJ  and 
/

BJ , the velocity of the interface V  is determined through 

the mass balance equation [34,13,18,33]: 

 








 



 n

nJnJ
nV





**

//

BB

BB

cc
V  ,      (2) 

 where n is the normal vector to the interface (Fig. 2a) and *
Bc , *

Bc  the two equilibrium 

concentrations. 

 

 

(a) 

 

(b) 

Fig. 2: Comparison between : a) a sharp interface modelling approach involving the total fluxes BJ  

and the mass balance equation at the interface to determine the interface velocity V ; and b) the 

proposed methodology based on a unique equation that describes the intrinsic fluxes Bj  in the two 

phases and the diffused interface, and on the Darken velocity that drives the moving interface 

kinetics.  

 

The aim of the proposed modeling methodology is to overcome the numerical difficulties 

related to the resolution of the mass balance equation at the sharp interface by considering a 

diffuse interface approach and by defining a unique transport equation valid in the bulk phases 

as in a diffuse interface region. This unifying equation results from different modeling steps 

which are described in the following. In section 2.1, the total fluxes kJ  on  \  are determined 

thanks to the Darken velocity and an extended chemical potential. In section 2.2 we show that 

although the chemical potential is continuous at the interface it is not a differentiable function. 
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In section 2.3 a smooth phase function is introduced to allow the derivation of the potential and 

a unique transport equation for the bulk and the interface regions is proposed.    

 

2.1 Mass transport equation using Darken method 

The proposed approach is based on the theory of multi-component diffusion for simple phases 

[28–30], which differs from the previous one in that the total flux kJ is decomposed into i) the 

intrinsic flux of the k-components kj  relative to the lattice-fixed frame of reference and which 

differ in most cases from one component to another, and ii) the drift flux based on the velocity 

D
V of the lattice frame relative to the volume frame to which all components are subjected to. 

For the binary system this theory corresponds to the Darken one [25,26,34], with 
D

V  being 

the Darken velocity. The total flux writes: 

 D

kkk c VjJ   in  \ .        (3) 

This modeling methodology is thermodynamically consistent [28–30] when combined with 

volume transport [35] for energy conservation, or when the partial volumes per mole of 

components are different. 

In the following, the defined equations will be restricted to the conditions of constant 

temperature and pressure and with a same partial volume per mole for the two components in 

both phases : mBABA VVVVV  
. 

In these conditions, the total component conservation implies that: 

 0 BA JJ  in  \ .        (4) 

The Darken velocity can thus be deduced from Eqs. (3) and (4), leading to the relation:  

 )( BAm

D V jjV   in  \ .        (5) 

The intrinsic fluxes are defined using the extended chemical potential k  [28,30,33,36] : 

 kkkk cM j  in  \ ,        (6) 

 where Mk
 is the mobility of the k-component.  

Remark. The extended chemical potential of the k-component is defined [28] as: 
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 el

k

m

k

ch

kk   ,         (7) 

 where ch

k  is the pure chemical contribution related to the component concentrations, 

m

k  is the mechanical contribution due to pressure, and el

k  the electrical contribution resulting 

from when the charged components are subjected to an electric field.  

Through this extended chemical potential, it is possible to couple several driving forces of 

component diffusion. For instance, in the case where non-negligible surface tensions are 

involved, the pressure induced by surface tensions giving rise to a pressure jump at the interface 

can be taken into account through the term pVm

m

k  , where p is the local pressure [28]. This 

pressure jump between the solution and precipitate may lead to non-negligible shifts in the 

compositions of the individual phases [36]. In our future modeling strategy, the pressure field 

induced by the surface tensions will be determined from the resolution of momentum 

conservation equation [37,38]. 

 

2.2 Continuous chemical potential for bulk phases and interface 

In the present work, for the A-B binary two-phase system, at constant temperature T and 

pressure p and in the absence of any other constraint we have 0m

k  and 0el

k . The 

chemical potential relative to the -phase can be defined as a function of activity coefficient of 

the k-component 

ka  [1,36] by:   

  )(ln)( 0   kkkkk caRTc    in  .      (8) 

Moreover, at system equilibrium, the concentrations of both components are fixed in the two 

phases. They are denoted *
kc  for the -phase and *

kc  for the -phase, respectively. The 

interface is thus characterized by concentration discontinuity, whereas the equilibrium 

chemical potentials *k  and *k of the k-component are identical within the two phases. At 

the two-phase equilibrium we can write in the case of stoichiometric -phase: 

  )(ln)()( *0***   kkkkkkkk caRTcc    in  .       (9) 

In the case of a diffusion-controlled moving interface process, the interface remains at 

equilibrium during its evolution, which implies that *)( 
kk cc x  and *)( 

kk cc x  at every 
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point x  located on the interface (Figs. 1b and 2a). Thus, considering Eq. (9), a continuous 

chemical potential can be defined, at any position x of the system: 

       )()(ln *////*/
xxx

  kkkkkk cacaRT    in   
,   (10) 

verifying that         1)()()()( **  xxxx

kkkkkkkk cacacaca  for x  when the 

interface is in quasi-equilibrium. This potential is continuous across the interface but is not a 

differentiable function. 

 

2.3 Unique transport equation for diffuse interface and ideal solution assumption 

In the context of a smooth VOF method used to model the interface advection [22], we consider 

the phase function that allows the differentiation of the two phases with = 0 for the -phase 

and  = 1 for the -phase (Fig. 2b). The part of the domain defined by 10   corresponds to 

the diffuse interface volume denoted by diff  and can be related to an “intermediate phase” 

characterized by a continuous evolution of the saturation concentration *

kc  (Fig. 2b) from *
kc  

to *
kc and is defined as follows using the phase function: 

 *** )1(   kkk ccc  .         (11) 

The local equilibrium of the interface implies that ** ))(( kkk c  x  for diffx . As a 

consequence, the potential equation (Eq. (10)) can be defined on the whole system using the 

phase function. Assuming that the -phase and the diffuse interface verify the condition of 

ideal solution   )()( xx kmkk cVca   the chemical potential follows: 

    )(()(ln **
x)xx  kkkk ccRT .       (12) 

With a phase function sufficiently smooth to express the spatial derivatives at each point of the 

diffused interface volume diff , the intrinsic flux equations relative to the two phases in the 

sharp interface modelling (Eq. (6)) are reduced, when combined with Eq. (12), to a unique 

equation defined in the overall -domain. This point is illustrated in Fig. 2. As a consequence, 

the mass conservation equations relative to the two phases (Eq. (1)) can also be reduced to a 

unique equation in the overall -domain. The transport equation system of component 

concentrations thus gives rise, with the proposed diffused interface methodology, to: 
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
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















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k

k

m

D
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kkkk

k

DD

kk
k

V

ccRT

cM

A,Bkcc
t

c

jV

j

VVj

2

1

** ln 

with

       



  in 
diff  

,  (13) 

 where the mobility of the k-component is defined through the phase function and the 

values of the k-component mobility corresponding to the -phase and -phase, 
kM  and 

kM

, respectively, as: 

   kkk MMM )1(  .        (14) 

 

2.3 Advection of the phase function and computation of mobilities and the equilibrium 

concentrations 

As a final step, after the resolution of Eq. (13), the phase function is advected using the Darken 

velocity 
D

V using the equation : 

 





 D

t
V .         (15) 

The values of the component mobilities and equilibrium concentrations are then updated with 

the new phase function  using Eq. (11) and Eq. (14).  

 

3. Numerical resolution 

 

The proposed model is discretized and solved on a fixed Cartesian staggered grid thanks to the 

parallel framework of the Notus CFD code [38]. In this context, the scalar variables  , kc , and 

k , as well as the problem constants )(* kc  and )(kM  are defined and computed at the center 

of the mesh cells, whereas the components of the vector variables kj , kJ , and
D

V  are computed 

at the center of the cell faces (Fig. 3c). Moreover, the interface does not match the grid (Fig. 3a) 
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and is diffused over a few cells by the high gradient of the phase function  (Fig. 3b). The 

interface is usually plotted thanks to the arbitrary isovalue 5.0  (Figs. 3a and 3b).  

The equation system Eq. (13-1) is solved as followed: it is split into its diffusion part Eq. (16) 

and non-conservative form of the advection part Eq. (17), and discretized in time thanks to a 

first-order forward Euler scheme: 

 

 






















n

k

n

kk

n

k

n

k

n

k

n

k

n

k

n

k

n

k

l

k

ccRT

cM

t

cc

** ln 

with



j

j

        (16) 
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


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1

1
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0

0

k

n

km

n

D

m

k

Dn
m

k

n

k

Dnl

k

l

k

m

k

V

c
t

cc

c
t

cc

jV

V

V

        (17) 

 

Fig. 3: (a) Visualization of the phase function  described on a uniform grid. This function is able to 

differentiate the solution = 0 from the particle  = 1; (b) The location of the interface is arbitrary 

visualized by the isovalue  = 0.5; (c) Scalar and vector variable locations on a staggered grid. 
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A second-order centered scheme is used for the diffusion part with a linear interpolation of the 

kkcM  coefficient to have it on the center of the face cells. A Lax-Wendroff scheme with a 

Superbee flux-limiter [39] is used to solve the advection part (Eq. (17.2)), as well as the volume 

fraction phase advection (Eq. (15)). Finally, mobility coefficient and equilibrium concentration 

are updated respectively thanks to equations (14) and (11). 

Remarks. Instead of the Lax-Wendroff TVD scheme other approaches could also be used such 

as the advection of a level-set function associated with a regularized Heaviside function, or a 

piecewise linear interface construction method associated to a smoothing function of the 

reconstructed interface. As it is shown in section 4 the proposed approach is accurate enough 

and yields results with a very small errors compared to their exact solutions. Moreover, it 

allows us to efficiently run 3D simulations of several spheres with interface deformations and 

reconnections. Regarding the initial conditions of the phase function, a subsampling method is 

used on each cell intersected by the sphere interface. Subsampling has been shown be yield 

accurate values of the phase function between 0 and 1 on these cells. 

 

4. Results 

 

4.1 Verification of the modeling methodology 

 For verification purposes, the proposed methodology is compared with the exact 

solution of the first equation of system (20) applied to the particle radius growth r developed 

by Zener [40] for planar ( = 1), cylindrical ( = 2) and spherical ( = 3) geometries, and the 

following assumptions:  

i) homogeneous -phase 
*

BB cc   (i.e. no concentration gradient) as, for instance, 

a pure phase, 

ii) Fick’s first law for the total flux of diffusion B-component in the -phase 

BB cDJ , which states that fluxes are proportional to the concentration gradient, and that 

every total flux of B-component BJ , corresponds to the exact total reverse flux of 

A component BA -JJ  , satisfying Eq. (3). The inter-diffusion coefficient D  is thus written 
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using the intrinsic diffusion coefficients AD  and BD  corresponding to the components A and 

B, respectively, [25,26,34] as: 

  ABBAm DcDcVD  .         (18) 

For the ideal solution, the intrinsic diffusion coefficient can be defined by the component 

mobility through equation kk RTMD   [25,26,30], allowing us to rewrite the inter-diffusion 

coefficient D  as: 

 ABBAm McMcVRTD  .        (19) 

iii) constant inter-diffusion coefficient D , 

iv) semi-infinite system insuring zero-flux boundary condition, 
0),( 

BB ctxc  . 

Following these assumptions, the kinetics of the particle radius growth r is defined by: 

 
































x

λ

BB

BB

dyyyxI

cc

cc
I

Dttr

)exp()(

with

)(exp )(2

equation  theofsolution  is  where

4)(

21

**

0*
2









 





       (20) 

Note that this solution only depends on the system geometry through the -coefficient and the 

coefficient of saturation degree, , defined with the concentrations *
Bc , 

*
Bc  and 

0
Bc  shown in 

Fig. 1b. The implicit equation for the -coefficient defined in the second equation of system 

(20) has been determined numerically without any assumptions on the concentration profile. 

The kinetics, as well as the concentration profile, of the B-component in the solution domain 

  are thus exact for all saturation degrees currently considered. The concentration profile is 

defined through the x-position by the relation [13,40]: 

 






 


Dt

tsx
I

I

cc
ctxc BB

BB
4

)(

)(
),(

0*
0









,      (21) 
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 where )(ts  is the position of the two-phase interface at time t, the radius being defined 

by )()()( 0tststr  . Note that for  = 1, )(1 xI  is reduced to )( erfc x . For a 3D geometry the 

partial integration of )(3 xI  (Eq. (20.3)) leads to: 

 )(erfc 
)exp(

)(
2

3 x
x

x
xI 


        (22) 

 giving rise, when introduced in Eq. 20.2 with  =3, to another implicit relationship 

for the determination of the kinetics constant defined as follows: 

        erfc exp12 22
.       (23) 

Equation system (20) and Eq. (21) are also valid for the case of the dissolution process, but 

only for the planar geometry. For 3D dissolution the time-dependence of the radius of the 

precipitate does not verify DtKrtr  0)(  [41,42]. It should be noted that the exact explicit 

kinetics does not currently exist. The best approximation is obtained for a stationary interface 

and an infinite medium assumptions [42], giving rise in the case of small dissolution times 

[41,43] to: 

 Dt
r

Dt
rtr





2

2
)(

0

0  ,        (24) 

 or in the case of all dissolution times [43] to: 

 









Dt

r
Dtrtr


 02

0

2
12)( .                             (25) 

 

The chosen conditions for simulation are congruent with that of the exact solution of Zener, 

since: 

i) the -phase is a pure phase constituted by B-component 1

BmcV  in 
 . 

ii) the intrinsic diffusion of B-component Bj  (Eq. (13)), assuming that the -phase 

is ideal, leads to kkkkkk cRTMcM   j  showing that fluxes are proportional to the 

concentration gradient, thereby consistent with Fick’s law. The diffusion of the A-component 

is currently not considered, i.e. 0AM . 
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iii) For a two-component system condition ii) gives rise to the inter-diffusion 

coefficient Eq. (18): BAm McVRTD  . To be congruent with the constant inter-diffusion 

coefficient D  for the -phase for a modeling/theory comparison, the mobility of the 

B-component is considered to be concentration-dependent through the relation: 

 
 














Am

AB
cV

McM
1

)( ,        (26) 

where M is a mobility constant and  is a low value (<0.01) needed to calculate the 

mobility when 0Ac . The simulation kinetics is compared to theory until the concentration 

at the system boundary ),( tLxcB   remains equal to 0
Bc . 

 

4.1.1 1D dissolution/precipitation processes 

 The simulation of the dissolution process for the planar surface (1D problem) is 

performed starting from the configuration shown in Fig. 2a-T0. The thermodynamic and kinetic 

constants and initial conditions are presented in Table 1.  

The Neumann condition is considered for the four boundaries, ensuring zero flux at boundaries 

and thus mass conservation. The simulations of the dissolution process are performed with a 

mesh size of 1600x4 for times up to 01.0/ 2  LDt , and a mesh size of 400x4-mesh for the 

long time dissolution process. The time increment is s 10x1 7t . 

 
*

BmcV  
*

BmcV  
0

BmcV  
2/ LD  (s-1)  

1D dissolution 1.0 0.75 0.5 1.0 -1.0 -0.3578345  

1D precipitation 1.0 0.5 0.75 1.0 0.5 0.4327516 

3D dissolution 1.0 0.5 0.49 1.0 -0.02 - 

3D precipitation 1.0 0.5 0.51 1.0 0.02 0.1099555 

 

Table 1: Thermodynamic and dynamic constants used for the 1D and 3D simulation of the dissolution 

and precipitation processes. *
BmcV  and *

BmcV  are the equilibrium molar fractions; initial molar 

fractions are *
BmcV  for the -phase and 0

BmcV  for the -phase;  is the coefficient of saturation 

degree and  the kinetic coefficient verifying Eq. (20.2) or Eq. (23).  
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 Fig. 4 presents different characteristic times of the dissolution and precipitation 

processes showing the displacement of the interface and the corresponding B-component 

concentration in the -phase. At time 01.0/ 2  LDt , we note that the diffusion edge is far 

from the right boundary for both processes (Figs. 4a-T1 and b-T2), thus verifying condition iv) 

of the Zener exact solution, 0),1/( 

BB ctLxc  . 

A comparison of the concentration profiles with the exact solutions defined using Eq. (21) is 

shown in Fig. 5 for three evolution times up to 01.0/ 2  LDt . Note that the computed profiles 

match the exact ones for both dissolution and precipitation processes, with a high degree of 

accuracy with respect to the concentration jump at the interface, and the concentration gradient 

in the -phase. This result shows that the mass transfer dynamic throughout the interface is 

high enough to obtain local equilibrium, which is driven through the chemical potential defined 

in Eq. (12). As a consequence, mass transport in the solution is the limited process which 

imposes the interface kinetics in agreement with the theory framework. 
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(a) 

 

 
(b) 

 
Fig. 4: 1D simulation of (a) the dissolution and (b) the precipitation processes of a pure solid (in 

orange) showing the molar fraction field of the B-component in the -phase at different evolution 

times: T0, 
2/. LDt =0; T1, 

2/. LDt =0.01; T2, 
2/. LDt =0.06.  
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(a) 

 

 

 
 

(b) 
 

Fig. 5: Profile evolutions during (a) the dissolution and (b) the precipitation processes until the final 

stable state. The simulation profiles are compared with the exact Zener profiles (Eq. (21)) for the 

three dimensionless times 2/. LDt  up to 0.01 and for the final stable state. 
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The kinetics of the interface displacement quantified by the distance )()()( 0 trtsts   is shown 

up to the final stable state in Fig. 6 for the dissolution process, and in Fig. 7 for the precipitation 

process. First, we note that for early times, when the diffusion edge is far from the right 

boundary, the computed kinetics is obtained with a high accuracy, as can be seen with the 

magnification of this early time domain (Figs. 6b and 7b). To verify the spatial order 

convergence of the proposed method, the error on the position of the interface at 01.0/. 2 LDt  

is plotted as a function of the mesh size in Fig. 8. A first-order spatial convergence, in 

accordance with the scheme used, is exhibited for both processes. 

When the diffusion edges have reached the boundary, which is the case at time 08.0/. 2 LDt  

for the dissolution process (Fig. 5a), and time 066.0/. 2 LDt  for the precipitation process 

(Fig. 5b), the theoretical curve established with 
0),1/( 

BB ctLxc   is no longer valid and thus 

no comparison with the exact solution is possible. As expected, the end state is obtained when 

the concentration of B-component is constant throughout the -phase and equal to 
*

BmcV , 

respectively 0.75 and 0.5 for the dissolution and precipitation processes. Note that the exact 

values of the interface position at equilibrium 2.0/)( Lts end  ( 6.0/)( 0 Lts ) for the dissolution 

process, and 55.0/)( Lts end  ( 1.0/)( 0 Lts ) for the precipitation process, are obtained from the 

equation    *** //)( 

BBB

tot

B ccccLts   with an accuracy better than 0.1% for a mesh size of 

400x4 (
tot

Bc  being the total concentration of B-component into the system). Moreover, the 

concentration conservation of the B-component in the system during the overall process is 

around 2x10-4 %.  
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(a) 

 
 

(b) 
 

Fig. 6: Kinetic of interface displacement during the 1D dissolution process for: (a) the overall 

evolution up to the final stable state; (b) for early time magnification showing a good match between 

simulation and exact kinetics (Eq. (20.1)). 

 

 

 
 

(a) 

 
 

(b) 

 
Fig. 7: Kinetic of interface displacement during the 1D precipitation process for: (a) the overall 

evolution up to the equilibrium configuration; (b) for early time showing a good match between 

simulation and exact kinetics (Eq. (20.1)).  
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Fig. 8: Relative error   thth rrr /  of the interface displacement at time 01.0/ 2  LDt  as a function 

of the number of cells in the mesh N for both the 1D dissolution and 1D precipitation processes. 

 

 To better understand the mass transfer through the interface driven by the gradient of 

the chemical potential defined in Eq. (12), the scalar variables Bc  and B , as well as the 

intensity of the vector variables kj , kJ , and 
D

V , are plotted in Fig. 9a. First, we note that 

except for the chemical potential B , all the variables exhibit a jump in the vicinity of the 

interface. As shown in Fig. 2b the Darken velocity intensity 
DV  and the intrinsic flux intensity 

kj  of the B-component in Fig. 9 are nearly constant through the interface.  
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Fig. 9: Characteristics of the scalar variables Bc  and B , and intensities of the vector variables kj , 

kJ , and 
D

V  for the dissolution time 08.0/. 2 LDt : (a) for the entire system; (b) in the vicinity of 

the interface identified by the variation of the phase indicator function .  

 

Moreover, the intensity D

BB VcJ *  is constant through the interface. This result for 

1D simulation shows that the mass balance through the diffused interface is implicitly 

considered in this modeling methodology, thereby avoiding the need to solve an additional 

equation (Eq. (2)). Moreover, the moving velocity of the interface is verified to be the Darken 

velocity 
DV .  

 

4.1.2 3D precipitation process 

 The exact solutions for the spherical particle growth kinetics (system equation (20) with 

 = 3) is defined with an initial particle radius 00 r . Since the simulations have to start from 

a non-zero particle radius, there are two ways to compare theoretical and numerical simulation 

results. 



23 
 

 The first one is to considered the concentration field predicted by Eq. (21), with 








 

Dt

tsx
I

4

)(
3  calculated from Eq. (22), at the elapse time t for the initial zero-particle radius to 

reach the radius 0r  considering Eq. (20.1). The simulation of the spherical particle growth is 

shown in Fig. 10a and is performed starting from the predicted concentration field at 

025.0/0 Lr  using the -coefficient defined from  = 0.02 (see Table 1) and calculated using 

Eq. (20.2) or Eq. (23). During the evolution, the diffusion edge within the -phase is far from 

the boundaries, giving rise to spherical iso-values of the of B-component concentration 

centered on the particle, which are the necessary condition for a comparison with theory. This 

comparison shows a relative error of 2.2 % and is comparable with the one obtained for the 

1D process (Fig. 8). 

 The second way to compare the simulation and theoretical results is to consider the 

kinetic equation of the radius squared growth Dtrtr 22

0

2 4)(   starting from a constant 

B-component fraction 0
BmcV  for the -phase [36]. In this case, the simulation is performed with 

an initial particle radius 05.0/0 Lr  and a B-component concentration 51.00 
BmcV , and the 

-coefficient is the same as that previously defined for  = 0.02 (see Table 1). In this second 

case, the simulated kinetics of the particle grow until a stable state as shown in Fig. 10b. At the 

beginning of the process the curve exhibits a straight line allowing us to determine the 

simulated -coefficient. The obtained value 1154.0NUM  corresponds to a relative error of 

4% compared to the theoretical one (see Table 1) and is in agreement with the spatial 

convergence study of the 1D process (Fig. 8).  

We note that once the diffusion edge reaches the boundaries, the iso-values of the B-component 

concentration are no longer spherical, leading to a non-isotropic particle growth (concentration 

map 3 and 3D image 4 in Fig. 10b). The interface displacement is reduced when the distance 

between the particle and the boundary is short. 
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(a) 

 

 
 

(b) 

 
Fig. 10: Time evolution of the spherical particle during the precipitation process using the saturation 

degree  = 0.02 (see Table 1) and the characteristic B-component concentration fields. (a) the early 

radius evolution Ltr /)( , starting from an initial particle radius 025.0/0 Lr  and its associated 

concentration field, is compared with the theoretical curve plotted using the -coefficient defined by 

 and  = 3 (see equations (20.2) with  = 3 or (23)); a mesh size of 2003 and a time increment 

s 10 7t  are used; (b) evolution of the particle radius squared 
22 /)( Ltr  up to the stable state, 

starting from an initial particle radius 05.0/)( 0 Ltr and a B-component concentration 

51.00 
BmcV ; a mesh of size 1003 and time increment s 10 6t  are used. 
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To show that the final shape of the particle is not an artifact of the Cartesian discretization, but 

the result of interactions of the concentration field with boundaries, we have simulated the -

phase particle growth within a spherical cavity located inside a second domain of -phase. The 

cavity is full of -phase which is oversaturated in B-component (Fig. 11a). In these conditions, 

the two -phase/-phase interfaces are expected to move in opposite directions while being 

subtracted from the cubic system geometry. This is precisely what we observe as regards the 

system at equilibrium shown in Figs. 11b-c, where the two -phase/-phase interfaces are 

spherical. It thus highlights that the transformation from spherical shape to smooth cubic shape 

(Fig. 11d) is induced by the interaction of the concentration field with the cubic system 

boundaries.  

 
(a) 

   
(b) 

 

 
(c) 

 

 
(d) 

 

Fig. 11: Comparison of the -phase particle growth within a spherical cavity located inside a second 

domain of -phase and that of the -phase growth within the cubic system. The cavity is full of 

-phase initially oversaturated in B-component 7.00 
BmcV . (a) initial configuration; (b) and (c) two 

views of the final stable state; (d) final stable state of the single particle within the cubic system. 
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4.1.2 3D dissolution process 

 As detailed at the beginning of section 4.1, which describes the theories of spherical 

particle precipitation or dissolution, only approximate solutions exist for the 3D dissolution 

process. Therefore, the simulation of the spherical dissolution starting from a particle radius 

1.0/0 Lr  and considering the saturation degree 02.0  (see Table 1) is compared to the 

two approximated solutions defined through Eq. (24) and Eq. (25) and are shown in Fig. (12). 

We can notice that the simulated and analytical evolutions are coincident at the early times of 

the dissolution process. However, over time the two analytical kinetics gradually deviate. The 

approximate solution, which is more accurate for all times of the process (Eq. (25)), results in 

a kinetic curve that is closer to the simulated one when the concentration field remains spherical 

around the particle (Point 2 in Fig. 12). The difference between these two curves then slowly 

increases and is partly the result the interaction of the diffusion edge with the boundary which 

gives rise to a non-spherical concentration field around the particle (Point 3 in Fig. 12).  

 

 

 

Fig. 12: The early time evolution of the particle dissolution is compared to the approximated solutions 

defined using the stationary interface assumption; initial particle radius 1.0/0 Lr , saturation 

degree  = 0.02 corresponding to 49.00 
BmcV  (see Table 1); a mesh of size 2003 and time 

increment s 10x5 7t  are used. 
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4.2- Simulation of complex particle arrangements 

 In this section we aim to illustrate the feasibility of the proposed modeling in simulating 

the dissolution/precipitation processes of complex particle arrangements that are more 

representative of experimental systems. So, for simulations of dissolution and precipitation 

processes we considered an arrangement of seven -phase particles of spherical shape 

randomly distributed within the cubic system. The equilibrium molar fractions considered are 

those defined in Table 1.  

 In the case of the precipitation process, the particles have the same initial radius 

05.0/)( 0 Ltr  (Fig. 13), and the -phase solution is oversaturated in B-component 

55.00 
BmcV . Fig. 13a presents the kinetic evolution of the volume fraction of the -phase up 

to the stable state. As regards the 3D morphology evolution of the particles (Fig. 13a), as for 

the single particle process (Fig. 10), the particles remain spherical until the surrounding 

concentration fields induced by their own precipitation interact with each other. Fig. 13b-T1 

shows the first moments where the concentration fields relative to two neighboring particles 

interact in the plane 35.0/ Lz  defined in Fig. 13b-T0 with the initial particle configuration. 

From that moment, the particles grow anisotropically until the final state, preferably in 

directions where other particles are distant (see Figs. 13a, 13b-T2 and 13b-T3). 
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(a) 

 

 
(b) 

 

Fig. 13 (a) Kinetic evolution of the volume fraction of -phase and microstructure evolution; (b) 

characteristics of the concentration fields of B-component relative to the -phase solution during the 

precipitation process involving 7 particles of spherical shape and identical initial radius 

05.0/)( 0 Ltr . The concentration fields of B-component 
BmcV  are drawn in the plane 35.0/ Lz

shown in the initial configuration T0 for different times 2/. LDt : 0.008 in T1 , 0.05 in T2 and 0.8 in 

T3; simulation was performed using a mesh size of 1003 and time increment s 10 6t . 
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In the case of the dissolution process, the particles have the same but larger 15.0/)( 0 Ltr  

initial radius (Fig. 14). This particle size means that two of them overlap and intersect the 

system boundary (bottom right of the 3D configuration in Fig. 14a). The equilibrium 

concentration 5.0* 
BmcV  is different here from the 1D dissolution case defined in Table 1, and 

the -phase solution is undersaturated in B-component 45.00 
BmcV . Fig. 14a represents the 

kinetic evolution of the volume fraction of the -phase up to the stable state and some typical 

evolving 3D morphologies. As for the precipitation process described before, the concentration 

fields induced by each particle dissolution rapidly interact (Fig. 14b-T1), leading thereafter to 

anisotropic particle shapes; and the particle interface moves faster in directions where other 

particles or boundaries are distant (see Fig. 14a and 14b-T2). Finally, note that for 

25.0/. 2 LDt  (point 4 in Fig. 14a), the single particles are close to their equilibrium size in 

comparison with the final state (point 5 in Fig. 14a), whereas the overlapping particles forming 

like a cylinder continue to dissolve significantly. This result is in agreement with a previous 

theoretical study that showed a complete dissolution time of cylindrical particles which was 

greater than that of spherical ones [44]. 
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(a) 

 
(b) 

 

Fig. 14: (a) Kinetic evolution of the volume fraction of -phase and microstructure evolution; (b) 

characteristics of the concentration fields of B-component relative to the -phase during the 

dissolution process involving 7 particles of spherical shape and identical initial radius 

15.0/)( 0 Ltr . The concentration fields of B-component 
BmcV  are drawn in the plane 

32.0/ Lz shown in T0 for different times 2/. LDt : 0.004 in T1, 0.05 in T2; and in the plane 

75.0/ Lz  for 05.0/. 2 LDt  in T3; simulation was performed using a mesh size of 1003 and time 

increment s 10 6t . 
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5. Conclusion 

 

 The Darken methodology, based on the intrinsic diffusion of components and on the 

drift velocity to which all compounds are subjected, has been shown in this work to be relevant 

to deal with diffusion-controlled phase transformations into binary two-phase systems. With 

the aim of obtaining a unique differential equation for component diffusion, we have developed 

this method i) in the framework of an algebraic VOF method allowing a sufficiently smooth 

interface function for spatial derivative expression through the interface, and ii) with the 

modeling strategy to express the intrinsic component fluxes thanks to the derivative of a 

diffusion potential which presents the advantage of being continuous through the interface. 

Moreover, this diffusion potential, which depends on the component concentrations and 

contains the equilibrium concentration information, is used to obtain an implicit resolution of 

the local interfacial equilibrium without any additional mass balance equation. Indeed, the 

verification results of this model on the 1D dissolution/precipitation problems show a very 

precise match between the concentration profiles and exact ones through the overall system, 

including the concentration jump at the interface. 

  From a kinetics point of view, the Darken drift velocity is shown to be the one that 

should advect the interface. The verification results have shown, here again, a precise match 

between simulated and analytical kinetics on the 1D and 3D geometries when the diffusion 

edge of the dissolved/precipitated particles are far from the boundaries. A first-order 

convergence for the interface displacement is obtained for the 1D case. In the case of the 

precipitation of a small spherical particle, the interaction of the diffusion edge with the domain 

boundaries induced a particle morphology change towards a cuboid-like shape. The same 

bifurcation from spherical particle shape is also simulated for the 3D precipitation and 

dissolution of 7 particles randomly distributed into the domain when the diffusion edges of 

each particle interacted with each other. The final particle shape can thus be related to the 

spatial distribution of the particles. 

 As for perspectives, the proposed Darken-based methodology for diffusion-controlled 

phase transformations can be easily extended to couple driving forces other than chemical ones, 

such as pressure or electric field, by introducing them into the diffusion potential. The coupling 

of these driving forces of mass transport is of interest, especially the mechano-chemical 

coupling involved in multiple material processing, which will require the resolution of the 
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momentum conservation equation. Finally, High Performance Computing will also make it 

possible to consider a large number of particles in order to get closer to real systems for a better 

understanding of experimental processes.  
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